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ABSTRACT

Parikh matrices introduced by Mateescu et al. are very useful in un-
derstanding structural properties of words by analyzing their numerical
properties. This is due to the information of a word provided by its
Parikh matrix is more than its Parikh vector. The study of Parikh ma-
trices is extended in this paper to terms formed over a signature with a
binary underlying alphabet. We obtain some numerical properties that
characterize when a word is a term. Finally, new M-equivalence preserv-
ing rewriting rules are introduced and shown to characterize
M-equivalence for our terms, thus contributing towards the injectivity
problem.
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1. Introduction

Parikh’s theorem introduced in Parikh (1966) states that the set of Parikh
vectors of words in a context-free language is a semilinear set. Parikh matri-
ces introduced in Mateescu et al. (2001) is an extension of the Parikh vectors.
Parikh matrices have been widely used in studying (scattered) subword oc-
currences in words (for example, see Mateescu et al. (2004), Salomaa (2005,
2006)). Two words formed over an ordered alphabet are M-equivalent if and
only if they share the same Parikh matrix. Although the characterization of
M-equivalence, also known as the injectivity problem, has been actively inves-
tigated (for example, see Atanasiu (2007), Atanasiu et al. (2008, 2002), Fossé
and Richomme (2004), Mahalingam and Subramanian (2012), Poovanandran
and Teh (2018), Salomaa (2010), Şerbănuţă (2009), Şerbănuţă and Şerbănuţă
(2006), Teh (2016a,b), Teh and Atanasiu (2016), Teh et al. (2016)), it re-
mains open even for the ternary alphabet. Meanwhile, for the binary case,
the M-equivalence preserving rewriting rules defined in Atanasiu et al. (2008)
completely characterize its M-equivalence.

In this work, a signature to us consists of a set of function symbols and a
set of constant symbols such that every function symbol has its own arity. A
term over a signature is a word recursively constructed from constant symbols
and function symbols. In fact, such a term can be treated as a word formed
over an underlying alphabet containing symbols of the signature.

Our work focuses on terms formed over a fixed signature containing a con-
stant symbol and a binary function symbol. We obtain combinatorial properties
that characterize when a word is a term over the signature. Analogously, we
also introduce rewriting rules, called Rules E2T , to determine whether two
terms are M-equivalent. Our main result shows that Rules E2T is sufficient to
characterize M-equivalence for our terms.

2. Parikh Matrices

The cardinality of a set X is denoted by ∣X ∣.

Suppose Σ is a finite alphabet. The set of words over Σ is denoted by
Σ∗. The empty word is denoted by λ. Let Σ+ denote the set Σ∗/{λ}. If
v,w ∈ Σ∗, the concatenation of v and w is denoted by vw. An ordered alphabet
is an alphabet Σ = {a1, a2, . . . , as} with a total ordering on it. For example, if
a1 < a2 < ⋯ < as, then we may write Σ = {a1 < a2 < ⋯ < as}. On the other
hand, if Σ = {a1 < a2 < ⋯ < as} is an ordered alphabet, then the underlying
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alphabet is {a1, a2, . . . , as}. For 1 ≤ i ≤ j ≤ s, let ai,j denote the word aiai+1⋯aj .
Frequently, we will abuse notation and use Σ to stand for both the ordered
alphabet and its underlying alphabet, for example, as in “w ∈ Σ∗" when Σ is
an ordered alphabet. If w is a word, then ∣w∣ is the length of w.

Definition 2.1. A word w′ is a subword of w ∈ Σ∗ iff there exist x1, x2, . . . , xn,
y0, y1, . . . , yn ∈ Σ∗, possibly empty, such that

w′
= x1x2⋯xn and w = y0x1y1⋯yn−1xnyn.

A factor is a contiguous subword. The number of occurrences of a word
u as a subword of w is denoted by ∣w∣u. Two occurrences of u are considered
different iff they differ by at least one position of some letter. For example,
∣aabab∣ab = 5 and ∣baacbc∣abc = 2. By convention, ∣w∣λ = 1 for all w ∈ Σ∗.
The reader is referred to Rozenberg and Salomaa (1997) for language theoretic
notions not detailed here.

For any integer k ≥ 2, let Mk denote the multiplicative monoid of k × k
upper triangular matrices with nonnegative integral entries and unit diagonal.

Definition 2.2. Suppose Σ = {a1 < a2 < ⋯ < as} is an ordered alphabet. The
Parikh matrix mapping, denoted ΨΣ, is the monoid morphism

ΨΣ∶Σ
∗
→Ms+1

defined as follows:
ΨΣ(λ) = Is+1; if ΨΣ(aq) = (mi,j)1≤i,j≤s+1, then mi,i = 1 for each 1 ≤ i ≤ s + 1,
mq,q+1 = 1 and all other entries of the matrix ΨΣ(aq) are zero. Matrices of the
form ΨΣ(w) for w ∈ Σ∗ are called Parikh matrices.

Theorem 2.1 (Mateescu et al. (2001)). Suppose Σ = {a1 < a2 < ⋯ < as} is
an ordered alphabet and w ∈ Σ∗. The matrix ΨΣ(w) = (mi,j)1≤i,j≤s+1 has the
following properties:

• mi,i = 1 for each 1 ≤ i ≤ s + 1;

• mi,j = 0 for each 1 ≤ j < i ≤ s + 1;

• mi,j+1 = ∣w∣ai,j for each 1 ≤ i ≤ j ≤ s.

The Parikh vector Ψ(w) = (∣w∣a1 , ∣w∣a2 , . . . , ∣w∣as) of a word w ∈ Σ∗ is con-
tained in the second diagonal of the Parikh matrix ΨΣ(w).
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Example 2.1. Suppose Σ = {a < b < c} and w = abacc. Then

ΨΣ(w) = ΨΣ(a)ΨΣ(b)ΨΣ(a)ΨΣ(c)ΨΣ(c)

=

⎛
⎜
⎜
⎜
⎝

1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎞
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎝

1 0 0 0
0 1 1 0
0 0 1 0
0 0 0 1

⎞
⎟
⎟
⎟
⎠

⋯

⎛
⎜
⎜
⎜
⎝

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

⎞
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎝

1 2 1 2
0 1 1 2
0 0 1 2
0 0 0 1

⎞
⎟
⎟
⎟
⎠

=

⎛
⎜
⎜
⎜
⎝

1 ∣w∣a ∣w∣ab ∣w∣abc
0 1 ∣w∣b ∣w∣bc
0 0 1 ∣w∣c
0 0 0 1

⎞
⎟
⎟
⎟
⎠

.

Definition 2.3. Suppose Σ = {a1 < a2 < ⋯ < as} is an ordered alphabet.

(1) Two words w,w′ ∈ Σ∗ are M-equivalent, denoted w ≡M w′, iff ΨΣ(w) =
ΨΣ(w

′).

(2) A word w ∈ Σ∗ is M-unambiguous iff no distinct word is M-equivalent to
w. Otherwise, w is said to be M-ambiguous.

There are two elementary rules called E1 and E2 first formally defined in
Atanasiu et al. (2008) for deciding whether two words are M-equivalent. The
following is Rule E2 stated for the binary alphabet, which is the only rewriting
rule applicable in this case.

E2. Suppose Σ = {a < b} and w,w′ ∈ Σ∗. If w = xabybaz and w′ = xbayabz for
some x, y, z ∈ Σ∗, then w ≡M w′.

Rule E2 is sufficient to characterize M-equivalence for the binary alphabet.

Example 2.2. Let w = abbbaab,w′ = bababab and w′′ = baabbba. By Rule E2, w
(respectively w′) is M-equivalent to w′ (respectively w′′) with respect to {a < b}.
Then, w is M-equivalent to w′′ with respect to {a < b} due to transitivity of
M-equivalence.

Theorem 2.2 (Atanasiu (2007), Fossé and Richomme (2004)). Suppose Σ =

{a < b} and w,w′ ∈ Σ∗. Then w and w′ are M-equivalent if and only if w′ can
be obtained from w by finitely many applications of Rule E2. Hence, any word
w is M-ambiguous if and only if there are nonoverlapping factors ab and ba in
w.
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3. Parikh Matrices on Terms

To us a signature Σ consists of a set of function symbols F and a set of
constant symbols C such that each function symbol is assigned an arity. The
set of terms over Σ is the set of words over F ∪ C that can be recursively
constructed by the following rules:

• Every constant symbol is a term.

• If t1, t2, . . . , tn are terms and f is an n-ary function symbol, then ft1t2⋯tn
is a term.

In the study of Parikh matrices, we view terms as words formed over the
underlying alphabet F ∪ C. Hence, we study the M-equivalence of our terms
with respect to some ordered alphabet with underlying alphabet F ∪C.

From now on, fix a signature Σ containing a binary function symbol f and
a constant symbol a. Our study focuses only on terms over Σ which are words
over {f, a}. Also, our work studies theM-equivalence of our terms with respect
to the ordered alphabet {f < a}. Since two terms areM-equivalent with respect
to {f < a} if and only if they are M-equivalent with respect to {a < f} due
to ∣w∣af + ∣w∣fa = ∣w∣a∣w∣f for any w ∈ Σ∗, our results also hold for the ordered
alphabet {a < f}. Henceforth, we will abuse notation and let Σ represent as
our fixed signature as well as the ordered alphabet {f < a} and its underlying
alphabet.

Theorem 3.1. A word w ∈ Σ+ is a term over Σ if and only if the following
properties hold:

(1) ∣w∣a = ∣w∣f + 1

(2) ∣α∣a ≥ ∣α∣f + 1 for any proper suffix α ∈ Σ+ of w.

Proof. We argue by induction on the complexity of terms to show that any term
w ∈ Σ+ satisfies properties (1) and (2). Clearly the constant symbol a satisfies
properties (1) and (2) and thus the base step holds. For the induction step,
suppose t1, t2 ∈ Σ+ are terms satisfying properties (1) and (2). We need to prove
that ft1t2 satisfies the two properties. Since ∣t1∣a = ∣t1∣f +1 and ∣t2∣a = ∣t2∣f +1, it
follows that ∣ft1t2∣a = ∣t1∣a+∣t2∣a = ∣t1∣f +1+∣t2∣f +1 = ∣t1∣f +∣t2∣f +2 = ∣ft1t2∣f +1.
Hence, property (1) holds for the term ft1t2. To prove property (2), suppose
α is an arbitrary proper suffix of ft1t2. Consider the following cases.
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Case 1. α is a proper suffix of t2.

We are done as t2 satisfies property (2).

Case 2. α = t2.

In this case, ∣t2∣a = ∣t2∣f + 1.

Case 3. α is a proper suffix of t1t2.

Since t2 satisfies property (1) and t1 satisfies property (2), it follows that ∣α∣a ≥
∣α∣f + 1.

Case 4. α = t1t2.

In this case, ∣t1t2∣a = ∣t1∣a + ∣t2∣a = ∣t1∣f + 1 + ∣t2∣f + 1 = ∣t1t2∣f + 2.

Conversely, suppose w is a nonempty word satisfying properties (1) and (2).
This time we argue by induction on the length of w. The base step holds since
the only word of length 1 that satisfies property (1) is a and that is clearly a
term. Consider the induction step. Let t2 be the unique proper suffix of w such
that ∣t2∣a = ∣t2∣f + 1 and t2 has the maximal length among such proper suffixes.
By property (2), the last letter of w must be a, thus a is one such proper suffix.
Let t1 be the unique word such that w = ft1t2. Note that t2 satisfies properties
(1) and (2). By the induction hypothesis, it follows that t2 is a term. Since w
satisfies property (1), it follows that t1 also satisfies property (1). Assume t1
does not satisfy property (2) and thus there exists a proper suffix x ∈ Σ+ of t1
such that ∣x∣a < ∣x∣f + 1. Consider the proper suffix xt2 of w. Since t2 is the
longest proper suffix of w such that ∣t2∣a = ∣t2∣f + 1, it follows that xt2 must
satisfy ∣xt2∣a > ∣xt2∣f +1, a contradiction as this is not possible with ∣x∣a < ∣x∣f +1
and ∣t2∣a = ∣t2∣f +1. Hence, t1 also satisfies property (2) and thus t1 is a term by
the induction hypothesis. Since t1 and t2 are terms, it follows that w = ft1t2
is a term.

The following Rules E2T is used to determine whether two terms are
M-equivalent. Suppose w,w′ ∈ Σ+ such that w is a term over Σ.

E2T1. If w = xafyfaz and w′ = xfayafz for some x, z ∈ Σ+, y ∈ Σ∗ and
∣z∣a ≥ ∣z∣f + 2, then w′ is a term and w ≡M w′.

E2T2. If w = xfayafz and w′ = xafyfaz for some x, z ∈ Σ+, y ∈ Σ∗ and
∣x∣f ≥ ∣x∣a + 1, then w′ is a term and w ≡M w′.
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The Rules E2T are sound as this follows from the soundness of Rule E2
and the characterization for terms as in Theorem 3.1.

Example 3.1. Consider the words w = faffaffaaaa, w′ = ffafafafaaa
and w′′ = ffaafffaaaa. By Rule E2T1 (respectively, Rule E2T2), term w
(respectively w′) is M-equivalent to term w′ (respectively w′′) with respect to
Σ. Then, w is M-equivalent to w′′ due to transitivity of M-equivalence.

Remark 3.1. Suppose w,w′ ∈ Σ+ are terms over Σ. If w′ can be obtained
from w by an application of Rule E2T1, then w can be obtained from w′ by an
application of Rule E2T2 and vice versa.

Lemma 3.1. Suppose w,w′ ∈ Σ+ are terms over Σ such that w ≡M w′. For
every 1 ≤ k ≤ ∣w∣, finitely many applications of Rule E2T1 can be applied to
w and w′ to obtain w′′ and w′′′ respectively such that w′′ and w′′′ agree up to
suffix of length k.

Proof. We argue by induction. Since w and w′ are terms, the last letter of each
must be a and thus their suffixes of length 1 agree. Hence, the base step holds.
For the induction step, by the induction hypothesis, we can obtain w′′ from w
and w′′′ from w′ by finitely many applications of Rule E2T1 such that w′′ and
w′′′ agree up to suffix of length k.

Case 1. w′′ = uxα and w′′′ = vxα for some x ∈ Σ and u, v,α ∈ Σ+ such that
∣α∣ = k.

Clearly, xα is the common suffix of length k + 1 of w′′ and w′′′.

Case 2. w′′ = ufajα and w′′′ = vfα for some u, v,α ∈ Σ+ and positive integer
j such that ∣α∣ = k.

Since w′′ ≡M w′′′, by the right invariance of M-equivalence, it follows that
ufaj ≡M vf and thus ufaj is M-ambiguous. By Theorem 2.2, ufaj contains
nonoverlapping factors af and fa. Hence, u = xafy for some x, y ∈ Σ∗ and
thus w′′ = xafyfajα. Since w′′′ is a term, it follows that ∣fα∣a ≥ ∣fα∣f + 1 and
thus ∣α∣a ≥ ∣α∣f +2. Hence, we can apply Rule E2T1 to w′′ and obtain the term
w1 = xfayafa

j−1α.

Now we repeat the process. Let u1 = xfaya and thus w1 = u1fa
j−1α.

Since w′′ ≡M w1, by transitivity, w1 ≡M w′′′. By the right invariance of
M-equivalence, u1fa

j−1 ≡M vf . Hence, u1fa
j−1 is M-ambiguous and thus by

Theorem 2.2, there are nonoverlapping factors af and fa in u1fa
j−1. There-

fore, u1 = x1afy1 for some x1, y1 ∈ Σ∗ and thus w1 = x1afy1fa
j−1α. Similarly,

we can then apply Rule E2T1 to w1 and obtain the term w2 = x1fay1afa
j−2α.
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Hence, after a total of j many applications of Rule E2T1 to w′′, we will obtain
a term wj = βfα for some β ∈ Σ+. Clearly, fα is the common suffix of length
k + 1 of wj and w′′′.

Case 3. w′′ = ufα and w′′′ = vfajα for some u, v,α ∈ Σ+ and positive integer
j such that ∣α∣ = k.

This is similar to Case 2.

Theorem 3.2. Suppose w,w′ ∈ Σ+ are terms over Σ. Then w and w′ are
M-equivalent if and only if w′ can be obtained from w by finitely many appli-
cations of Rules E2T .

Proof. The backward direction is straightforward as Rules E2T are sound.

Conversely, suppose w,w′ ∈ Σ+ are M-equivalent terms over Σ. By
Lemma 3.1, there exists two terms w′′,w′′′ ∈ Σ+ that can be obtained from
w and w′ respectively by finitely many applications of Rule E2T1 such that
they agree up to suffix of length ∣w∣. This implies that w′′ = w′′′. By Re-
mark 3.1, finitely many applications of Rule E2T2 can be applied to w′′′ to
obtain w′. Hence, w′ can be obtained from w by finitely many applications of
Rules E2T .

Therefore, Theorem 3.2 shows that Rules E2T is sufficient to characterize
M-equivalence for our terms.

Remark 3.2. In fact, Theorem 3.2 tells us that for every M-equivalent terms
w,w′ over Σ, we can always obtain w′ from w by applying finitely many appli-
cations of Rule E2T1 followed by Rule E2T2.

4. Conclusion

This paper presents a new direction in the study of Parikh matrices where
we focus on special words that are terms. Rules E2T introduced prove to com-
pletely characterize M-equivalence for our terms. Hence, our work contributes
to the injectivity problem for terms over our fixed signature. As a continu-
ation, we are working on the characterization of M-unambiguous terms and
the preservation of M-equivalence for our terms under the shuffle operation
analogous to what is done in Atanasiu and Teh (2002). Our study of Parikh
matrices for terms can also be extended to terms formed over any signature
with a ternary underlying alphabet.
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